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Abstract’

In this paper the scheme of distributed calculations
system in the heterogeneous network for
visualization of voxel models is observed. Voxel
models are generated with usage of DICOM — files.
The volume ray casting algorithm is used as 3D —
visualization algorithm. Optimization strategies and
methods for visualization acceleration and the
quality of resulting picture are observed.

1. Introduction

Nowadays in medicine a wide variety of scanning
devices are used (such as scanners of computer
tomography) for the diagnosis of patients. These devices
scan certain parts of the patient’s body and produce slices
of images as standardized DICOM-files. Specialists can
use this data for the diagnosis and analysis of patient’s
state. Or, for research, modern computer technologies
allow visualizing this data in a 3D-space as voxel models.
This approach allows the specialist an opportunity not
only to study flat pictures, but interact with the whole
model in a real-time: to see the model from the different
angles, to do slicing, to manipulate individual parts of the
model and much more. The process of analysis and
research becomes much more convenient, affordable,
complete and effective through this approach and the
functional features of the software. The main problem of
voxel models visualization is the speed of visualization.
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The main approach to speed-up the visualization is the
creation of the distributed calculations system. Nowadays
most distributed systems are based on the cluster model.
The disadvantages of cluster models are the following:
high cost, relatively narrow focus in the use, difficulty in
scaling, difficulty in maintenance. Instead of the cluster a
local network of computers can be used in the medical
facility to do distributed calculations. The local network
can be scaled more easily (computers can be just added
or deleted from the network), it is easier to maintain it
(only the proper configuration of the network and
computers is needed to keep the system operable), it is
more wide in use than cluster (computers of local
network can be used not only to do distributed
calculations but also for the needs of the stuff), it is not so
expensive as cluster.

2. Problem statement

The goal is to create the distributed calculations system
using local heterogeneous network of computers and the
3d-visualization algorithm to reach the speed of
visualization in a real-time. As the 3D-visualization
algorithm the modified volume ray casting algorithm is
used. This algorithm is based on the algorithm described
in [1] and implemented in the LESC (Lifecycle
Engineering Solutions Center) at the KIT (Karlsruhe
Institute of Technology). The goal is divided into the
following tasks:

* Development of the distributed calculations system;

e Integration of the volume ray casting algorithm into
the developed system;
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® Development of the optimization strategies and
algorithms for the effective operation of the system,

The problems are the following:
e  Tack generation algorithms;

® The algorithms of distributing the amounts of
calculations between computers according to their
calculating power;

® Mechanisms and algorithms for tracking the
computer’s available memory and the memory
needed to do calculations;

®  Tracking of bandwidth of the network parts;
o LatencyI tracking in the network.

Mathematically the task can be represented as a
distribution problem of linear programming [5]. It can be
formulated as follows.

The visualization area has M points (pixels). Consider the
visualization area as set H. N workers are available. Each
worker has its own limited amount of memory v; (f = 1,
-.-» N). Consider p; — the memory, that is needed to store
the i-th point (i = 1, .., M). Consider that

Zj,.v:l V& erg Pj-¢; — the time of visualization of the
7

i-th point by j-th worker. Each worker j can have a set of
points L; (L; C H) of the initial area. Then the time of
visualization 7} of the set L; by the worker j will be the
sum of values cy€ L;, and the used memory K; of the
worker j will be the sum of values p,e L;. Then the goal
of optimization task will be to fill the sets L, sivy Loy BY
the points of set H in such a way to fulfill the following
conditions:
1) Ly 0Dy ) i, i B ="H;
2) Yij=1,...Nj=1,...Np L r Li=g

3) X7, > min;

4) Zj.‘;ll(j—)max.

However, the task cannot be solved by accurate methods
because of incomplete of information on each iteration
step. The system cannot know all values ¢ij because of
changing the scene parameters. Because of that the
heuristic methods are used to solve the problems and to
reach the goal.

3. Implemented Algorithms

3.1. The Distributed Calculations System
Scheme

The distributed calculations scheme is based on the URay
Framework approach described in [2] (pic.1).

When user changes the scene parameters (camera
position or rotation, threshold density, etc.), the GUI —
events are generated. After this the requests for
visualization of the next picture are sent to the Task
Manager, which generates the tasks for the Calculating

nodes. Each Calculating node calculates the task and
sends the results of the calculations to the Assembly
node. Assembly node generates the resulting output
picture and sends it to the Display
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Fig. 1. The distributed calculations system scheme

3.2. Calculating nodes memory state
tables generation

Each Calculating node contains an image of the whole
visualized model. The image is loaded into the memory
of the Calculating node in the following cases:
Calculating node was added into the network or the user
has changed the visualized model. After each calculation
process the node generates a table about its memory state
based on the visualized model image and voxels that
were needed to make calculations. Each voxel has three
states:

® Voxel was in the memory of the Calculating node,
but wasn’t used during the calculations;

e Voxel was needed to do calculations, but wasn’t in
the memory of the Calculating node;

® Voxel was needed to do calculations and it was in
the memory of the Calculating node (in this case the
amount of accesses to the voxel is recorded).

3.3. Dividing the calculating nodes
into the classes

All Calculating nodes are divided into two categories:
active and non-active. Active nodes are used to make
calculations for the generation of the resulting picture.
Non-active nodes are nodes with bad characteristics (big
latency, etc.) and they are not used to make calculations
until their characteristics become better. But if during the
process of distributed calculations the characteristics of
the non-active Calculation node will become better, then
it can be set as an active node, It is also possible to move
nodes from one class to another.

Calculating nodes
classes
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Fig. 2. The Calculating nodes classes
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3.4. Tasks generation for the calculating
nodes

On each iteration step it is necessary to visualize a certain
number of lines of the visualization area.

Fig. 3. The visualization area with M lines N pixels
each

The task for each Calculating node has the following
structure: the number of the first line to make calculations
and the number of the total lines to make calculations.

5 lines starting from 1st

Fig. 4. An example of the task for the Calculating
node

3.5. Latency tracking in the network

During the operation of the system the latency of each
Calculating node V; is measured. After this the average
latency time K in the network is measured and for each
'Calculating node its latency is compared with the value
K. If V; > K * 1.5, then the Calculating node’s class will
be set as non-active. Otherwise, the node’s class will be
set as an active, if it was set as non-active earlier, or its
class doesn’t change. The factor 1.5 is chosen
empirically.

3.6. Distributing the amounts of calculations
between calculating nodes according to their
power

Each Calculating node measures its calculating time T;
after each iteration step. After the generation of the
resulting picture the average calculations time is
calculated. On the next tasks generation process,
performed by the Task Manager, the tasks are changed in
the following way: if the time of calculations of the
Calculating node was less than the average time, then the
amount of lines for the calculations increases by M.
Otherwise, it decreases by M. M — is the constant, chosen
empirically and is equal 5% of the total amount of lines
of the visualization area.

3.7. Preprocessing of the calculating nodes

When the new Calculating node is added into the network
its class is set as non-active. After this its preprocessing is
initiated. During that process a part of the visualized

model is “downloaded” into the memory of the
Calculating node. This allows the amount of artifacts in
the resulting picture to be reduced when the node’s class
will be set as an active. After this the node’s class is set
as an active and the node is involved into the distributed

calculations process. The “downloading” is based on the
memory state tables of the node and test tasks.

3.8. Active calculating nodes memory
management

When the calculations are done by the Calculating node
the following procedures based on its memory table are
done:

e The amount of memory needed to store missing
voxels is calculated;

e If the amount of memory needed to store missing
voxels exceeds the amount of free memory of the
Calculating node then the deletion of unused data is
initiated;

e The missing data “downloading” to the memory of
the Calculating node is initiated.

4. Results

The GUI (Display) and the Assembly node are combined
in one application at the moment.

The GUI of the system is shown on the next picture:

Fig. 5. The system’s GUI (Display)

The Task Manager and the Calculating node are console
applications.

The system was tested on the real data (human skull)
with the following parameters of the model:

e Model’s size — 86 Mb (46151728 voxels);
e  Visualization area — 800*600 pixels.

The Calculating node (each) and network parameters are
the following:

e  Network bandwidth — 1 Gbps;
e 16 Gb of RAM;

e 4 CPU, 2.2 GHz each.
The graph acceleration (times)/number of Calculating
nodes is shown on the next picture:
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Fig. 6. The graph acceleration (times)/number
of Calculating nodes

The horizontal axis represents the number of active
Calculating nodes (all the same), vertical axis — the
acceleration (in times). The red dotted line represents
perfect case when the acceleration is linear dependent on
the number of Calculating nodes. The blue line represents
dependency in our system. The acceleration practically
reaches its maximum when the number of Calculation
nodes equals 20. There’s no acceleration after this,
because the performance of the system depends not on
the calculating power, but on the network properties and
the speed of transferring the data, The preprocessing time
of the first Calculating node equals approximately 300
seconds and the amount of transferred voxels during the
first test iteration cquals 2828483 (6% of 46151728
voxels). It is necessary to say, that the time of
preprocessing and the amount of transferred voxels
decreases when the number of Calculating nodes
increases. However, the amount of artifacts in the
resulting picture increases when the number of the
Calculating nodes increases. The next picture shows the
system’s GUI and the resulting picture of the visualized
model after the preprocessing of the Calculating nodes
and changing camera rotation. The amount of the
Calculating nodes equals 3.
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Fig. 7. The system’s GUI. Three active Calculating
nodes are in the network

5. Conclusions and future work

In this paper we have described the principles and
algorithms that we used to build the prototype of
distributed calculations system in the local heterogeneous
network of computers. The system scheme is based on

the URay Framework scheme [2] and the optimization of
the systems operation is done using the heuristic
algorithms. The system was tested on the real data. The
results of the system performance are shown in chapter 4
(Results). This work is a part of the project of the LESC
(Lifecycle Engineering Solutions Center) in the KIT
(Karlsruhe Institute of Technology) and it is still under
development. The most important areas for the future
work are these:

. Improving the algorithms of distributing the memory
data about the whole visualized model between
Calculating nodes based on their memory tables;

* Implementing more effective and flexible algorithms
of task distribution between Calculating nodes;

e Implementing the mechanism of rendering in a low-
resolution and optimization strategies based on this
mechanism;

e  Transferred data compression algorithms;

* Implementing the algorithms of network’s parts
bandwidth evaluation;

e Implementing the algorithms of preliminary analysis
of the scene before tasks generation;

e Improving and implementing new algorithms of
analysis the Calculation’s node possibility to be set
as an active.
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